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5 Question/Comments are in black.

The corresponding responses are immediately below in blue.

**Responses to Reviewer 1**

**** General comments

In the abstract the authors should mention under which conditions the 2 to 5\% reduction was obtained (which spacing, wind shear, etc) and mention the benefit is larger when the inter turbine spacing is smaller.

The abstract was changed to reflect this comment.

Mention in the abstract that only two turbine designs are allowed in the optimization procedure in a fixed one to one ratio. Now the abstract gives the impression the turbine design is changed for each turbine.

The abstract was changed to reflect this comment.

In several places the authors mention that certain modeling choices were given by the need to restrict the computational time used by the optimization procedure.

Yes, some modeling choices were made to restrict time. In an optimization framework where a model will be called several times every iteration, computationally expensive models become infeasible. For example, we created a surrogate model using RotorSE. Our surrogate model takes about 3.4E-5 seconds. With the surrogate model, a single function call analyzing one of the wind farms with two different turbine designs takes about 0.2 seconds, so the time to call the surrogate model is negligible. A single function call of RotorSE on the other hand takes about 0.85 seconds, so using RotorSE instead of the surrogate in
the function call to analyze the wind farm would take about 1.9 seconds (the original 0.2 seconds plus 2*0.85 seconds for two different RotorSE calls). This is almost 10 times as long per function call! The optimizations that we ran could already take as long as 6-8 hours, so to multiply that by 10 would mean a single optimization could take several days. For this study, when we ran hundreds of random starts for many different cases, this was infeasible.

Page 3: What is the wake profile in the FLORIS model? The authors define the wake interaction model in detail, but do not provide any details on the actual wake model. Please also use L only for one thing.

An explanation was added about how the version of FLORIS that we used was modified to consider the 3-D flow field. All of the details of the FLORIS modeled were not re-presented here as they are detailed in the cited papers and are used exactly as defined in those papers. Also, the equation was adjusted to clarify total loss and individual loss from each turbine.

Page 7 cost model: The authors refer to a reference that is not yet available to the referee. Without access to this paper it is impossible to see what the authors exactly did. If the paper will appear soon there is no need to repeat things here if all is identical, but for the moment this cannot be checked.

Yes this is unfortunate. We expect this paper to be published soon, in the meantime we will attach a pre-print version of the paper!

Page 7 section 2.6: The authors say it does not matter too much how many different groups are used, but no actual numbers are mentioned. Please provide these numbers to back up this statement.

Relating to the last comment, the intention is that the reader would refer to the citation for the specifics on this topic. We will attach a pre-print version of the paper.

Page 9 last section (also page 11 top): I found the description of the “spacing multiplier” very confusing. Figure 8 helps a lot, but the text in the mentioned paragraph should be clarified.

This portion was reworked for additional clarity.

Page 14 first section: Did the authors try to see what happens when they use the turbine designs obtained at a training wind farm as input for the actual optimization algorithm. How close would the result be to the coupled optimization approach? Obviously the coupled optimization approach always gives a better results (assuming obviously that the model would be perfect), but how much is the difference? In the results we namely also see that for very small spacings the "sequential turbine design then layout" is worse than just using the "layout" optimization. Is this because the reference turbines are already somewhat optimized to be located in a wind farm? And would a better design of more appropriate reference turbines reduce the benefit of the coupled optimization approach?

Excellent point! We added a paragraph to the end of the conclusion that includes a recommendation for future research to include the consideration of a “training farm” for sequential optimization. As for the sequential optimization being worse for very small spacings, yes that is correct. When the turbine is optimized in isolation, it is optimal to be large because it is always exposed to the high free stream wind speeds. In a farm, especially the small farm, the wind speeds that the turbine actually
is exposed to are much lower from wake interference, so in these cases it is more optimal to be smaller. It happens that the baseline design is close to the optimal turbine for the closely spaced wind farm, which makes it more optimal than the larger sequential optimization.

How exactly does this work compare to earlier work by the same authors, i.e. Stanley, A. P. J., Thomas, J., Ning, A., Annoni, J., Dykes, K., and Fleming, P., “GradientBased Optimization of Wind Farms with Different Turbine Heights,” Wind Energy Symposium, Grapevine, TX, AIAA, Jan. 2017. doi:10.2514/6.2017-1619 Stanley, A. P. J., Ning, A., and Dykes, K., “Benefits of Two Turbine Rotor Diameters and Hub Heights in the Same Wind Farm,” Wind Energy Symposium, Kissimmee, FL, Jan. 2018. doi:10.2514/6.2018-2016 These papers are not referenced at the moment, but seem to follow for a big part the optimization philosophy outlined here, with the present work focusing on the coupled layout wind turbine design approach. It may be possible to compare the results obtained here with the previous results.

These papers were added and explained in the literature review! This paper is the culmination of these two conference papers and the referenced journal submission.

Can the authors compare their optimization results with methods already presented in the literature? A brief sentence on how our results compared to that of the literature was added to the last paragraph of the introduction. This addition along with the rest of that paragraph compare the similarity of results as well as the key differences between our paper and those done by others.

The authors only show results of the turbine designs obtained using the optimization. I would also be interested in seeing the corresponding wind farm layouts of the most optimal configuration that was found.

We considered this at some length before the original submission, and decided to leave out the optimal wind farm layouts simply due to the shear number of figures it would require. For each wind farm, there are 3 spacing multipliers considered, and for each spacing multiplier there are 3 shear exponents. Then there are 4 optimizations that were run (layout, sequential, coupled with one group, coupled with two groups). That is a total of 72 layout plots to include all of the relevant results. To include one or two layouts would not be interesting, because the important part is the comparison between each case, we thus decided to leave them out.

Although they won’t fit in this paper, we have posted the figures and added this link to the paper at the top of the Results section:
https://github.com/byuflowlab/stanley2018-turbine-design/tree/master/latex-files/Figures/optimalLayouts

**** Specific comments

Page 1: References on the mentioned gradient-free and gradient-based optimization methods are missing.

We double checked the references and they appear to be listed (lines 9-11 on pg 2).

Page 2: in this study for additional improvements. - > It should read "in the presented approach" as the authors do not actually consider yaw optimization in this study.
This change was made in the updated document.

Page 2-3: Please clarify the numbers presented here, i.e. the increases in production / reduction in the cost of energy are determined with respect to some reference case, but not for all cases the respective reference cases are clearly defined.

The missing reference case was added.

Page 4: Rotation of each wind turbine - rotation of the blades

This change was made in the updated document.

Page 4: Please define x in equation 5.

“x” was changed to “V” to represent wind speed in the updated document.

Page 4: The direction data we had -> Please provide the appropriate references / explain. I assume most of the data in figure 5/6 is actually obtained from some literature reference.

Appropriate references were added in the updated document

Page 5 line 20: Maybe I missed it, but please give the airfoil used in this work.

The source with the airfoils used was added in the updated document.

Page 5 figure 1: Please provide units of Frequency shown here.

Frequency refers to the probability and is unit-less.

Page 6 line 1: What 10 groups are used?

The groups were randomly selected as is typical in k-fold cross-validation.

Page 6 figure 2: Please give the appropriate units in the figure.

The axes have been normalized and are thus unit-less.

Page 8 equation 6: What is D_rotor? In the optimization both D1 and D2 are used. Which one is used for D_rotor?

This line was replaced with “spacing constraints” for clarity.

Page 8 equation 6: Please write D(1,j),D(2,j), etc

“D” refers to the rotor diameter, where “j” is the index referring to the location up the height of the tower. Thus the index is inappropriate for this variable.

Page 8 equation 6: Shell buckling does not seem to be defined in the paper. Why are these values used? What are the units?

This was clarified on page 8, and an appropriate equation was added to explain the shell buckling margins.

Page 9 line 2: that -> than
Responses to Reviewer 2

Page 1

Rotor diameter and rated power often closely correlated! ... and can in general not be considered as independent variables. Please motivate why both are included in your design space.

There is certainly some correlation between rotor diameter and rated power, however they are not completely coupled. Take for example the NREL 5-MW reference turbine (rotor diameter 126.4 meters) and the IEA37 3.35-MW onshore reference turbine (rotor diameter 130 meters). Both have very different power ratings but almost identical rotor diameters. For this reason we considered them as independent variables.

What is meant here - please explain. Is blade chord and twist distribution included in the design space?

Yes - maybe not surprising as sequential optimization can be considered as a subset of integrated optimization?

True, this is not the most surprising conclusion.

and increasing the loading

This change was included in the updated document.

Exact analytical gradients ... but from a surrogate model. Analytical gradients of a surrogate model may differ from true gradients!

Exact analytic gradients refers to the whole model, including the wake model, power calculations, tower structural model, wind speed distribution, cost model, and the rotor/nacelle surrogate model.
... but is more easily trapped in local extrema than some gradient-free approaches!
This is mentioned in line 24: “...and while gradient-based optimization methods converge to local minima...”

can be compensated to some degree by a two-step procedure where coarse gridding of a gradient-free approach is combined with a gradient-based optimizer

Excellent point! This optimization approach could be considered in future research.

Page 2

random search?

Yes. Random starting points.

wind turbine de-rating and active wind turbine yaw control

This change was made in the updated document.

A mix of gradient free and gradient based optimization approaches might also be advantageous as e.g. in “TOPFARM: Multi-fidelity optimization of wind farms”, Pierre-Elouan Réthoré et al., WE, 2013.

This change was included in the updated document.

well - in principle simple. However, wake interaction as a concept is not unambiguous. Does it cover only power losses ...
or does it also include increased (fatigue) loading, which will increase cost of operation and maybe in the end compromise the life-time of the wind farm.

Yes! The principle is simple but becomes challenging in practice.

Thus, it makes sense to base the layout optimization on distributions averaged over the life-time of the wind farm ... and to consider sensitivity of the optimized results based on distribution uncertainty!

Correct.

I consider these two parameters highly correlated. Please explain why you have included both in the design space.

Responded to above in a comment from page 1.

... but possible increased cost associated with use of a multitude of tower heights is also a part of the COE equation!

The turbine costs were considered in the COE equation. We included cost of extra tower mass and the cost of the rotor diameter. As for additional costs that may come from having “custom” tower heights, we talked to a company that said there would be no additional cost just to manufacture different tower heights (beyond the extra material costs, obviously). Even if it did however, in this study we assumed these extra costs would be negligible as we only consider two different turbine designs, rather than letting each turbine vary individually.
... but the wind shear is not only site dependent but can, for a particular site, depend significantly on atmospheric stability, and thereby vary over time (e.g. follow a diurnal cycle)

The updated document was clarified to say that the wind shear was assumed to be constant.

... but again to be meaningful potential additional costs related to two tower heights must be included in the ‘equation’

These additional costs were included in the model.

Not demonstrated if only positive effects are included (power increase), whereas possible negative effects (increased financial costs) are not accounted for

These additional costs were included in the model.

This is a ‘must’ to make the study meaningful

Correct.

These refer to a surrogate model ... and does not necessarily ‘collapse’ with true gradients of the physical system. I tend to consider gradients of a surrogate less ‘robust’ than the surrogate itself.

Responded to above in a comment from page 1.

Does this model describe the 3D flow field in the wind farm?

Yes! This was clarified in the updated document.

deficit, L,

This change was made in the updated document.

Why not logarithmic law, which is physically funded for neutral atmospheric conditions? The power law is a purely empirical model

We decided to use the power law because it is easy to visualize the effect that changing the wind shear exponent has on wind speeds at different heights. However, this is not fundamental to the study, and using a logarithmic for future work is a good suggestion.

Page 4

Is this a top-hat type of profile? ... and what in case of partial wake situations? Further, talking about rotor effective wind speed it seems as if a linear shear over the rotor has been assumed here ... contradicting the shear defined in eq. 2
The wake profile is discussed in Section 2.1. Although we briefly discuss some of the changes that we made to the original FLORIS formulation, we do not re-present all of the details of the wake model as they are described in the citations. The partial wake situations were clarified to mention the area weighted average. The shear equation is used to define the free stream velocity at hub height, which is assumed to be constant across the rotor.

5 Could you please motivate this choice?
   We motivated this choice to be from a range of realistic shape factors that were fit to real wind distributions.

Could you comment on the universality of this result - do you e.g. expect this result to be wind farm topology independent or not; ambient turbulence dependent (i.e. wake expansion) dependent or not, ...

Great question! The number of samples required for convergence is a function of the power with respect to wind direction for the wind farm. If this curve is smooth, the number of samples required to accurately compute expected power will be small. If it is very noisy, you will need many samples to accurately compute the expected power.

The power w.r.t. wind direction curve is determined by the wind farm layout, the wake model, and the wind distribution. The samples used in this study were determined from the baseline layout, which has many highs and lows in the power curve. We expect this to become more well behaved as an optimal layout is approached, therefore concluded that this number of samples was sufficient.

In short, no this result is not universal, but unique to our specific wind farms and wind roses.

Page 5

It is not straight forward to see how this is ensured - please briefly explain

This was reworded for clarity in the updated document.

20 Which type of surrogate model is used here ... and why? Please motivate
   Mentioned later in the paragraph, 5th order bivariate spline.

Page 6

OK -this is the surrogate!
   Correct!

25 I suppose you checked the accuracy of the surrogate - did you also check the accuracy of the surrogate gradients?
   The surrogate is a polynomial spline fit, thus the gradients are simple and can be calculated by hand.
Could also be economic performance of the wind farm taking into accounts cost of loading

Correct, we use cost of energy in this study.

... but in general power is the only aspect - cost of loads are also important

Correct. Especially in this study it is important to consider costs in addition to AEP.

In addition to financial costs, operational costs - linked to turbine loadings in the wind farm - is also of relevance. See e.g. “TOPFARM: Multi-fidelity optimization of wind farms”, Pierre-Elouan Réthoré et al., WE, 2013

Operational costs are included in the cost model.

By computing all possible weightnings you should approach the binary optimization approach!

Correct! This would be an interesting continuation of this research.

Again, couldn’t rotor diameter and rated power be collapsed to one set of design variables?

Responded to above in a comment from page 1.

Please explain

We clarified here that implicit design variables change in the optimization process (through the rotor diameter and rated power surrogate), but are not explicitly manipulated.

How is this statement justified ... given the fact the analytic gradients refer to a surrogate model?

Responded to above in a comment from page 1.

None of these is the IEC-code recommended. Why not?

We want to span the realistic range of shear exponents in a wind farm, skewing slightly towards the lower end typical over open water or flat ground. We chose 3 shear exponents that were equally spaced (0.075, 0.175, 0.275). Obviously we could have shifted all of these slightly up to consider (0.1, 0.2, and 0.3), which would include the IEC recommended 0.2, but we wanted to make sure to include the lowest value of 0.075.
I take this as a simple scaling of the topology ... but the optimal configuration might be with a completely different layout structure ... could you comment on this? You probably mean scaling of the base line wind turbine locations??

Yes the wording on this was confusing. It has been reworded for clarity.

Page 11

Would have been interesting with a sanity check based on the circular wind farm with a uniform direction pdf - in this case I would expect a segment of the wind turbines to be located equidistantly on the circular boundary of the wind farm.

We assume here you mean to check if the layout optimization performed as expected? Of course the wake model and optimization was tested on simple cases. However, we elected to only include the most interesting wind farm layouts and wind roses in the paper.

... or by combining a generic optimization algorithm with a gradient based

This optimization approach could be considered in future research.

Page 12

... to the extend cable costs are not included, which is usually important for layout optimization. Without cable cost included (and no area constraints) an optimization will lead to ‘clusters’ of solitary wind turbines ... which is obviously not economical feasible in reality.

Excellent point. We added a paragraph at the end of Conclusions that addresses this and recommends this course of action in future research.

Page 14

None of these matches the IEC recommended value(s)

This was responded to above in a comment from page 9.

Page 15
I would expect the combined optimization to result in different turbine design depending on whether the turbine is positioned on the edge of the wind farm or deep inside the wind farm. Have you performed this ‘sanity check’?

Yes, the turbine design is determined by the wind it is exposed to.

Except for the spacing constrain, I would a priory expect that low wind speeds call for large rotor diameters (i.e. low wind rotors) - could you comment on this? ... is it maybe load dictated in case of waked wind conditions?...

This is surprising. Considering a solitary turbine, the consequence is that large turbines only pays off at high wind sites. Are you sure that your wind turbine cost model is realistic?

We’ll address these two comments together. Remember that our objective function is COE, so simultaneously seeking to minimize cost and maximize AEP. This does NOT mean that the optimal designs we present are necessarily optimal for another objective, say AEP or total profit. For some objectives it would certainly be more desirable to have a large rotor diameter at low wind speeds to capture as much energy as possible or make more money, however these were not our objectives.

Page 16

However, if grid costs was included in the model, this conclusion might very well be completely different!

This was responded to above in a comment from page 12.

Applying different control settings of each individual wind turbine might be a cheaper way of achieving different rotor performances throughout the wind farm?

Optimizing turbine design does not replace optimal control of a wind farm, they would be used together. The end goal would be to intelligently design wind farms considering turbine design, layout, and control all working together.

Cf. the comment above. This result might very well be dictated by grid cost not being included.

This was responded to above in a comment from page 12.

Page 20

This is maybe a little contra-intuitive. Please comment on this finding.

The table is exactly the same data as Figures 12 and 14 presented differently. When the turbine is optimized in isolation, it is optimal to be large because it is always exposed to the high free stream wind speeds. In a farm, especially the small farm, the wind speeds that the turbine actually is exposed to are much lower from wake interference, so in these cases it is more optimal to be smaller. It happens that the baseline design is close to the optimal turbine for the closely spaced wind farm, which makes it better than the larger sequential optimization.
The paper includes a wind turbine cost model, which is crucial for this type of studies ... and thus a significant step forward compared to the work of e.g. Chen et al. However, regarding wind farm layout optimization another financial cost has a significant impact on the optimized layout. Please comment on how cable costs influence the conclusions of this paper. Is it e.g. possible that the large wind farm case would have been populated differently with turbines?

For a more complete picture, effects of individual wind turbine de-rating, with the purpose optimizing the wind farm production, must also be included. This approach offer potentially a multitude of ‘different’ turbines (in an operation context) in a wind farm ... without imposing additional (financial) costs.

A paragraph has been added to the conclusion recommending that future research includes cable costs, as they might affect the optimal turbine layout (especially in the big farms).

The second comment here, about active control, was responded to above in a comment from page 16.

Please specify - what is exactly meant by ‘implicit design variables’ in this context?

This was clarified in the text a paragraph before equation 6.

Revised Manuscript with Revisions Marked

Abstract. In this study, wind farms were optimized to show the benefit of coupling turbine design and layout optimization, as well as including two different turbine designs in a fixed 1 to 1 ratio in a single wind farm. For our purposes, turbine design included hub height, rotor diameter, rated power, tower diameter, tower shell thickness, and implicit blade chord and twist distributions. A 32-turbine wind farm and a 60-turbine wind farm were both considered, as well as a variety of turbine spacings and wind shear exponents. Structural constraints as well as turbine costs were considered in the optimization. Results indicate that coupled turbine design and layout optimization is superior to sequentially optimizing turbine design, then turbine layout. Coupled optimization results in an additional 2–5% reduction in cost of energy compared to optimizing sequentially for wind farms with turbine spacings of 8.5-11 rotor diameters. Smaller wind farms benefit even more from coupled optimization. Furthermore, wind farms with closely spaced wind turbines can greatly benefit from non-uniform turbine design throughout the farm. Some of these wind farms with heterogeneous turbine design have an additional 10% cost-of-energy reduction compared to wind farms with identical turbines throughout the farm.

1 Introduction

Mitigating wake interactions among wind turbines is one of the most difficult challenges in wind farm design. Upstream turbines remove energy from the wind, decreasing the energy available to the rest of the farm and increasing the loading on downstream turbines. These wake losses often reduce the power production by 10–20% when compared to unwaked conditions.
(Barthelmie et al., 2007, 2009; Briggs, 2013). Thus, a major part of wind farm design is predicting and reducing wake interactions among turbines. In this paper, we minimized the cost of energy (COE) of wind farms through layout and turbine design optimization. We gave special attention to coupled design and layout optimization, and to wind farms with non-homogeneous turbine designs. To successfully optimize the many variables that come from coupling layout and turbine design, we used exact analytic gradients as opposed to one of the gradient-free optimization methods commonly used in wind farm design. Although multi-modal design spaces, like wind farm design spaces, are often well suited for gradient-free algorithms, gradient-based optimization methods can be useful in some cases, such as when using many turbines or when considering more design variables than just turbine layout. Even though gradient-free algorithms may be superior in finding global optima compared to gradient-based methods, as the number of design variables in a problem increases, the computational expense for gradient-free optimization methods rises dramatically. For large wind farms purely gradient-free methods become infeasible, and while gradient-based optimization methods converge to local minima, they scale much better with the number of design variables. When considering several design variables or wind farms with many turbines, gradient-based optimization with multiple starting points becomes the best, and often only feasible solution method. Rather than limit ourselves to the 9–25 turbines typically used in gradient-free optimization studies, we used gradient-based methods to optimize wind farms of 32–60 wind turbines (with the ability to do more), coupled with as many as 18 additional variables for turbine design.

Three main methods exist to decrease wake interactions among wind turbines in a wind farm: layout optimization, yaw active control, and turbine design. The wind farm layout optimization problem has been widely studied in recent years. There is abundant literature from the research community discussing various methods to approach the wind farm layout optimization problem including gradient-free methods (Marmidis et al., 2008; Emami and Noghreh, 2010; Kusiak and Song, 2010; Ituarte-Villarreal and Espiritu, 2011; Feng and Shen, 2015; Gao et al., 2015) and gradient-based methods (Pérez et al., 2013; Park and Law, 2015; Fleming et al., 2016; Guirguis et al., 2016; Gebraad et al., 2017). A mix of gradient free and gradient based optimization approaches might also be advantageous (?). The premise of layout optimization is simple: design the wind farm layout such that wake interactions among turbines are minimal. However, the problem is more challenging than it may initially seem. The space of a wind farm is constrained, so for all realistic wind roses, any turbine layout will have some wind turbines that are waked or partially waked some or all of the time. Therefore, to find the best layout often non-obvious tradeoffs must be made to minimize wake interactions throughout the entire farm. Also, the number of wake simulations to model a wind farm scales with the square of the number of turbines, becoming computationally expensive for farms with many turbines. Another challenge comes from the extreme multi-modality of the design space. For farms with many wind turbines, it becomes impossible to know if a solution is the global optimal solution or just a local optimum. Additional complexity arises from the stochastic nature of wind. Although often treated as deterministic, annual wind direction and speed distributions are uncertain and variable, meaning that the optimal wind farm layout for one year may not be optimal the next.

Active turbine control refers to adjusting a turbine’s settings to affect the wake it produces downstream. This will reduce the power production of the individual turbine, but may be beneficial to the farm as a whole. Wake steering through turbine active yaw control is another method to decrease wake interactions between wind turbines, a method of control optimization (Fleming
et al., 2016; Gebraad et al., 2017). Although not considered in this paper, yaw presented approach, active control can be applied to the wind farms in this study for additional improvements.

The third method to decrease wake interactions in a wind farm is turbine design. Turbine design is admittedly a broad category, involving a variety of elements. In this paper we specifically explored heterogeneous hub heights, rotor diameters, turbine ratings, and tower diameters, tower shell thicknesses, and blade chord and twist distributions in the same wind farm. In all, these variables represent a significant portion of wind turbine design and approach complete turbine design. In recent years heterogeneous turbine design has begun to receive attention from the research community, and several studies have begun to look into wind farms with mixed turbine designs. Chen et al. optimized a wind farm layout and allowed turbines of different hub heights, finding a power output increase of 13.5% and a COE decrease of 0.4% compared to a uniform hub height farm (Chen et al., 2013). Chowdhury et al. found a 13.1% increase in power generation in a wind farm with rotor diameter and layout treated as design variables, compared to a wind farm with just optimized layout (Chowdhury et al., 2010). In another study, Chowdhury et al. found that the capacity factor of a wind farm increases by 6.4% when the farm is simultaneously optimized for layout and turbine type, with different turbine types in the wind farm, compared to a farm where every turbine is identical (Chowdhury et al., 2013). Chen et al. also performed a study in which the layout and turbine types are optimized in a wind farm. They found that the optimal wind farms had several different turbine types rather than one type throughout the entire farm (Chen et al., 2015).

In our previous work, we have found that wind farms with mixed turbine designs can produce cheaper power than farms with homogeneous turbine design. In one study, we optimized turbine layout and hub height in a farm with 25 wind turbines. Results indicated that farms with constant low wind shear and closely spaced wind turbines and small rotor diameters can greatly benefit from having turbines with different hub heights. The farms with mixed turbine heights had an optimal COE up to 5-6% lower than the farms with all the same turbine heights (?). In a continuation of this study, we optimized the hub heights of wind turbines in larger wind farms, up to 60 wind turbines. We also considered two different rotor diameters. For many of the wind farms that we optimized with smaller rotor diameters, wind farms with two different heights had an optimal COE that was 5–10% lower than the wind farms with all identical turbine heights (Stanley et al.). In another study, we optimized a 25 turbine grid wind farm for turbine height and rotor diameter simultaneously, with a constant rated power. We again found that farms with low wind shear and low spacing between turbines benefit more from different turbine designs in the same farm. Our results also indicated that locations with a highly direction wind rose may benefit more from mixed turbine wind farms (??).

The results of these studies indicate that in many situations, mixing different hub heights, rotor diameters, and turbine types increases the power production in a wind farm and decreases the COE. Like the papers mentioned in the paragraphs above, in this study we consider wind farms with different turbine designs. In this research, we found COE reductions of 2-10% for mixed turbine farms compared to homogeneous turbine design farms, on a similar order to those discussed in the literature. This paper builds on these studies mentioned and others like them. We made the following contributions, which are either novel in the field or significant improvements on previous studies. First, we included many aspects of turbine design as design variables coupled with turbine layout, rather than select one or two aspects of design or choose from a set of existing turbine models. This allowed us to fully explore the design space and discover additional benefits associated with coupled design optimization.
Second, in this paper we included the cost and structural impacts of changing the turbine design in our optimization objective and constraints. Third, we used gradient-based optimization with exact analytic gradients for every aspect of our wind farm model. This allowed us to optimize large wind farms and include many design variables, which would be impossible with a gradient-free optimization approach. Fourth, we analyzed many different wind farm sizes and wind conditions \textit{where other studies consider only one or maybe a few different wind farms. This allowed us to conclude which wind conditions and farm sizes benefit the most from wind farms with different turbine designs.} Fifth, we specifically addressed how sequentially optimizing turbine design then layout compares to fully coupling the design variables.

2 Methodology

2.1 Wake Model

We used the FLORIS wake model to predict the wind speeds throughout the wind farms in our study (Gebraad et al., 2016). The FLORIS model had some discontinuities in the original formulation, so in this study we used a version that has been modified to be smooth and continuously differentiable, enabling gradient-based optimization (Thomas et al., 2017). Additionally, we use a version of FLORIS wake model that has been modified to consider the 3-D flow field in the wind farm instead of a simpler 2D flow field (2).

The total velocity deficit $L$ at any given point was defined as the square root of the sum of the squares of the loss contribution from each turbine wake $l_i$:

$$L = \sqrt{\sum_{i=1}^{n\text{Turbs}} L_i^2} = \sqrt{\sum_{i=1}^{n\text{Turbs}} l_i^2}$$  

(1)

Variations of the free stream wind speed with height were calculated with the wind profile power law:

$$V = V_{\text{ref}} \left( \frac{z}{z_{\text{ref}}} \right)^{\alpha}$$  

(2)

where $V$ is the wind speed at height $z$; $V_{\text{ref}}$ is the reference wind speed given by the wind data; $z_{\text{ref}}$ is height at which the reference wind speed was measured, which we assumed to be 50 meters; and $\alpha$ is the wind shear exponent, which defines how the wind speed varies with height.

2.2 Annual Energy Production Calculation

2.2.1 Power Calculation

We assumed that up to rated power, the rotation of each wind turbine \textit{the blades} could be controlled such that a constant power coefficient of 0.42 was achieved. The wind turbine power generation was defined as:

$$P = \begin{cases} C_P \frac{1}{2} \rho V_{\text{eff}}^3 A & \text{if } V_{\text{eff}} \leq V_{\text{rated}} \\ P_{\text{rated}} & \text{if } V_{\text{eff}} > V_{\text{rated}} \end{cases}$$  

(3)

\textbf{15}
Where $C_P$ is the power coefficient; $\rho$ is the air density which we assumed was 1.1716 kg $m^{-3}$; $A$ is the swept area of the turbine rotor; and $V_{\text{eff}}$ is an effective wind speed across rotor, which was defined as:

$$V_{\text{eff}} = V (1 - L)$$  \hspace{1cm} (4)

Where $V$ is the free stream wind speed at the turbine hub height, and $L$ is the total velocity deficit. In the case of partial waking, an area weighted average is used to calculate $V_{\text{eff}}$.

### 2.2.2 Wind Speed Distributions

We represented the speeds at any wind direction as a Weibull distribution, which is commonly used to represent wind speed distributions (Justus et al., 1978; Rehman et al., 1994; Dorvlo, 2002):

$$W(x|V) = \left(\frac{k}{V_{\text{mean}}}\right) \left(\frac{x}{V_{\text{mean}}}\right)^{k-1} \exp\left(-\frac{x}{V_{\text{mean}}}\right)^k$$  \hspace{1cm} (5)

This equation defines the frequency ($W$) of a certain wind speed ($x$). The shape factor, $k$, was set as 1.76, which is in the range of realistic shape factors fit to real wind data from various sites around the world (?). The mean speed for a given distribution, $V_{\text{mean}}$, could be different depending on the wind direction, meaning that each wind direction had an associated Weibull curve defining the wind speed distribution from that direction. Figure 1 shows the wind speed Weibull distributions for two different $V_{\text{mean}}$ values.

**Figure 1.** The Weibull wind speed distributions for two different average wind speeds. In (a) there is an average wind speed of 6.53 meters per second, and (b) shows an average wind speed of 10.35 meters per second. The shape factor $k$ in each Weibull distribution was chosen as 1.76.

### 2.2.3 Sampling

The direction data we had was binned into 36 directions for one wind rose, and 72 directions for the other. This is very fine sampling; from a convergence study, we found that it is more refined than necessary to accurately compute the annual energy
production (AEP) of a wind farm. For every wind direction at which the power was computed, the wake model needed to be called; therefore, reducing the number of directions at which the wind farm power was computed reduced the time required to optimize. However, too few directions would make the AEP calculation inaccurate. We fit a spline to the direction data and were thus able to sample at any direction. We then performed a two-dimensional convergence study to find how many directions and speeds were required to approach the “true” AEP, which we defined to be the AEP calculated when using 50 wind directions and 30 wind speed samples. We found that at 23 wind direction samples and 5 wind speed samples from the Weibull distributions, the AEP converged within 2% of the true AEP. This was within the error of our wake model; therefore, this was the number of samples used in our study.

2.3 Tower Model

Because the tower height varied in this study, it was necessary to calculate the tower mass and perform structural analyses. The structural analysis was used to constrain the tower from stress or buckling issues. In the structural analysis, we calculated stress and buckling in the tower and constrained these values during the optimization. It was necessary to provide a model with gradients for all of our constraints, which included the von Mises stress, shell buckling, and global buckling at any point along the tower; the tower taper ratio; and the first natural frequency of the structure. The method by which these calculations were made is discussed in more detail in our previous study (Stanley et al.).

2.4 Rotor/Nacelle Models

The variable rotor diameter, turbine power rating, and blade and chord distributions in this study also needed be accounted for in structural analysis. To do so, we used a model developed at the National Renewable Energy Laboratory (NREL) called RotorSE to calculate the rotor mass, rated and extreme thrust, rated torque, rated wind speed, and moments of inertia (Ning, 2013). The complex nature of RotorSE allows the user to fully define a rotor and perform analysis, however this comes at a cost in computation time. Because we coupled turbine design and turbine layout optimization, the rotor analysis needed to be called many more times than in an isolated turbine design optimization. Thus, to speed up the rotor calculations in our optimization, we created a surrogate model on the results provided by RotorSE. We sampled rotor diameters evenly spaced from 46 meters to 160 meters, every six meters, and rated powers from 0.5 megawatts to ten megawatts, every 0.5 megawatts. The lower limits, 46 meter rotor diameter and 500 kilowatt rated power, are both lower than we expected any of the optimal values to be. The upper limits, 160 meter rotor diameter and 10 megawatt rated power are both near the upper limit of current wind turbine technology. For each combination of rotor diameter and rated power, we used RotorSE to minimize the blade mass using the blade chord and twist distributions as design variables. The optimization was constrained such that the turbine blades would not fail from stress or buckling and the power coefficient was greater than 0.42. Note that we did not vary the airfoils in the optimizations, but used those defined by the NREL 5-MW Reference Turbine (Ning, 2013). We then used the converged optimizations, and used k-fold cross-validation with 10 groups to choose a fifth order bivariate spline which was then applied to each of the outputs of interest. This spline function was then used in place of RotorSE in our wind farm optimizations. By creating the surrogate, we achieved the accuracy of RotorSE without the large associated time requirement, as well as fast and
simple analytic gradients. The k-fold cross-validation with 10 groups showed that the mean error is below 4% for the moments of inertia, approximately 4.5% for the extreme thrust, and below 3% for the rest of the fits. Figure 2 shows the normalized surface fits for each of the variables of interest.

**Figure 2.** The spline fits to optimized RotorSE data. These fits were used to obtain the desired outputs of rotor mass, rated and extreme thrust, rated torque, rated wind speed, and moments of inertia as functions of the rotor diameter and rated power.
2.5 Cost Model

AEP is a standard objective in wind farm optimization problems because it is easy to calculate and is a valid measure when only power production is affected by the optimization. When aspects of turbine design are included as design variables, this measure is no longer appropriate because of costs of the wind farm are effected as well. To accurately represent the trade-offs between power production and cost, we evaluated our wind farm by its COE as was done in our previous paper on wind farms with different turbine heights (Stanley et al.).

2.6 Optimization

We set up our optimization with two different turbine groups. We assigned each turbine to one of two groups, where all turbines in a group had the same tower hub height, rotor diameter, turbine rating, tower diameter, tower shell thickness, and blade chord and twist distributions. Rather than optimize each turbine, we chose two groups because our previous study in which we optimized wind farms with different turbine heights indicated that the most benefit comes from increasing from one height group to two. Any benefit from introducing more groups was marginal-insignificant (Stanley et al.). We parameterized the tower by specifying the diameter and shell thickness at the bottom, midpoint, and top of the tower and then linearly interpolating diameter and shell thickness at points in between, as shown in Fig. 3.

![Figure 3. The parameterized turbine tower definition. The tower diameter and shell thickness are defined at the bottom, midpoint, and top of the tower, with the values linearly interpolated in between.](image)

It may be beneficial to do a binary optimization in which each turbine can change the turbine group to which it belongs, but this greatly increases the complexity of the optimization and makes it gradient-free. Gradient-free optimization is more computationally expensive, which severely limits the number of design variables we can include in the problem. To maintain the gradient-based optimization, we assigned each turbine to one of the groups before starting the optimization. Although the turbines could move throughout the wind farm, once assigned a turbine could not switch to the other group. In this study, we only examined an equal weighting of turbines in each group, but additional benefit may come from optimally choosing the number of turbines in each group.
We ran several cases in which different design variables were included in the problem to allow comparison of their effects on COE. In all, the design variables we included were the position of each turbine \((x_i, y_i)\), the tower height of each group \((H_1, H_2)\), the rotor diameter of each group \((D_1, D_2)\), the rated power of each group \((R_1, R_2)\), the tower diameter of each group \((d_{1,j}, d_{2,j})\), and the tower shell thickness of each group \((t_{1,j}, t_{2,j})\). Index \(j\) refers location on the tower \((j=1\) is at the bottom, \(j=2\) at the midpoint, \(j=3\) at the top\), meaning there are six total variables to define diameter (three for each height group), and six to define the tower shell thickness. The blade chord and twist distributions also varied during the optimization, however these were because these were optimized separately to minimize mass when creating our rotor surrogate model, they were not explicitly changed in this part of the optimization, making them implicit design variables.

The turbine layout and structural constraints were previously formulated in our multiple-hub-height study (Stanley et al.). Because rotor diameter was a design variable, the turbine spacing constraint was slightly reformulated such that the distance between any two turbines in the wind farm was greater than the sum of the two rotor diameters. *Shell buckling refers to the buckling of the cylindrical turbine tower, or hollow “shell.” The margins are unit-less and can be expressed as:*

\[
\frac{\text{shell buckling} \times \text{SF}}{\text{maximum allowable shell buckling}}
\]
The rotor diameter and the turbine rating were constrained by the lowest and highest values that were included in the RotorSE optimization, as discussed in Sect. 2. The lower limits were never active in these optimizations; however, some of the upper limits were active as will be seen in the Results section. The optimization can be expressed:

\[
\begin{align*}
\text{minimize} & \quad \text{COE} \\
\text{w.r.t.} & \quad x_i, y_i, H_{1,2}, D_{1,2}, R_{1,2}, d_{(1,j)}, d_{(2,j)}, t_{(1,j)}, t_{(2,j)} \\
i = 1, \ldots, n; \ j = 1, 2, 3 \\
\text{subject to} & \quad \text{boundary constraints} \\
& \quad \text{spacing constraints} \\
& \quad H_1 - \frac{D_1}{2}, H_2 - \frac{D_2}{2} \geq 10 \text{ m} \\
& \quad d_{(1,j),(2,j)} \leq 6.3 \text{ m} \\
& \quad d_{(1,\text{top}),(2,\text{top})} \geq 3.87 \text{ m} \\
& \quad \frac{3 \Omega_1}{1.1} \geq f_{1,2} \geq 1.1 \Omega_1 \\
& \quad \text{shell buckling margins: max thrust} \leq 1 \\
& \quad \text{shell buckling margins: survival load} \leq 1 \\
& \quad \frac{d_{(1,j)}}{t_{(1,j)}}, \frac{d_{(2,j)}}{t_{(2,j)}} \geq 120 \\
& \quad 46 \text{ m} < D_1, D_2 < 160 \text{ m} \\
& \quad 500 \text{ kW} < R_1, R_2 < 10,000 \text{ kW}
\end{align*}
\]

5 Note that \(i\) is the index defining the wind turbine, and \(j\) is the index describing the location on the tower.

The gradients for this optimization were all analytic. We calculated the partial derivatives of each small section of the model and included each part in a framework called OpenMDAO, which calculated the gradients of the entire system (Gray et al., 2010). The analytic gradients were significant because they were more accurate, converged to better solutions, and converged on the solution much faster than finite difference gradients. More importantly, they allowed us to solve much larger optimization problems than would have been possible without.

We optimized two different wind farms, each with several different wind shear exponents and turbine spacing multipliers as will be explained later in this section. The first wind farm was a fictional 32-turbine wind farm with a circular boundary, shown in Fig. 4. This wind farm was optimized with wind data from the city of Alturas, California gathered by Iowa State University, shown in Fig. 5. For lack of reliable data (\(?\)). For this wind rose, the average wind speed, \(V_{\text{mean}}\), from each direction of this wind rose was assumed to be eight meters per second, shown in Fig 6. The second wind farm was based on the Princess Amalia wind farm, a real farm off the coast of the Netherlands which has 60 wind turbines, is shown in Fig. 4. This wind farm was optimized with the wind direction and average directional speed data from the true Princess Amalia farm. NoordzeeWind
meteorological mast located in the North Sea, shown in Figs. 5 and 6 (?). The farm boundary for the Princess Amalia wind farm was the convex hull of the original Princess Amalia layout. The turbines in the Princess Amalia wind farm are Vestas 2 Megawatt wind turbines, which have a rotor diameter of 80 meters. Therefore, for both wind farms we used a baseline rotor diameter of 80 meters and a baseline power rating of 2 Megawatts. The baseline hub height used in this study was 100 meters.

Figure 4. The two different wind farm designs that were optimized. On the left is a contrived circular wind farm design with 32 turbines. On the right is the Princess Amalia wind farm, an offset grid design with 60 wind turbines. The circles representing the turbine locations have a diameter of 80 meters in this figure, equal to the baseline rotor diameter.

Figure 5. On the left, the wind direction distribution in Alturas, California, separated into 36 bins, every 10 degrees. On the right, the wind direction distribution of the Princess Amalia Wind Farm, separated into 72 bins, every 5 degrees.
Figure 6. On the left, the assumed directionally averaged wind speeds for Alturas, California, separated into 36 bins, every 10 degrees. Each direction is assumed to have an average wind speed of 8 meters per second. On the right, the directionally averaged wind speeds of the Princess Amalia Wind Farm, separated into 72 bins, every 5 degrees.

We optimized both of the wind farms shown in Fig. 4 with three different wind shear exponents (0.075, 0.175, 0.275), and three different spacing multipliers (0.5, 1.0, 1.5). The wind shear exponent defines how fast the wind speed changes with height, as seen in Equation 2. Low shear exponents are typical over open water or flat plains, while higher shear exponents exist in areas with obstructions, such as large trees or buildings. Figure 7 shows the wind speed profiles of the three shear exponents we used. For a shear exponent of 0.075, there is only an 8.6% increase in the wind speed from the reference height of 50 meters to 150 meters. For a shear exponent of 0.175 there is a wind speed increase of 21.2% for the same height difference, and for a shear exponent of 0.275 the wind speed increase is 35.3% from 50 to 150 meters.

We also optimized each wind farm for different turbine spacings by adjusting the turbine locations by wind farm size some spacing multiplier, \( \beta \), which is simply some constant multiplied to each turbine location. The wind farm boundaries were adjusted accordingly with the spacing multipliers, meaning the baseline turbine locations were adjusted to scale with the varied wind farm sizes. The boundary radius of the circular wind farm was also multiplied by the spacing multiplier, and the convex hull of the Princess Amalia farm was applied to the baseline turbine locations that had been multiplied by the spacing multiplier. Figure 8 shows both of the wind farms adjusted by the spacing multipliers, as well as the turbine spacing in baseline rotor diameters. The circles represent the turbine locations in this figure, with the circle diameter equal to the baseline rotor diameter, 80 meters. As the turbine designs were optimized, these spacings indicated in this figure (in rotor diameters) increased or decreased according to the new rotor diameters. Note that in the circular wind farm, the turbine distances are presented in the rows closely inline with the dominant wind direction (ten degrees south of west, see Fig. 5). The closest neighboring turbines are actually \( \sqrt{2}/2 \) multiplied by this value.
Figure 7. The wind speed profiles for various wind shear exponents. With lower shear exponents the wind speed does not vary dramatically with height. For higher wind shear there is a significant wind speed increase with height.

The results of gradient-based optimization, especially for problems with many local minima, are sensitive to the starting location. As in most optimization problems, there is no guarantee that the solution is the global solution. The best results can be achieved with a multiple-start approach, where several different starting points are used for each condition, and the best solution is used. In our study, we ran fifty to hundreds of starting locations for each optimization case. For every optimization, we started each turbine location from the Princess Amalia or circular wind farm baseline locations in Fig. 8, each perturbed randomly up to two baseline rotor diameters in the x and y coordinates. All of the other design variables were initialized randomly for each optimization.

3 Results

In this section we will discuss the optimization results of both wind farms, the apparent benefit of coupled turbine layout and design optimization, as well as the benefit of heterogeneous turbine design in a wind farm. Because of the large number of wind farms that were optimized, the optimal layout plots are not included in this paper, however they can be found at https://github.com/byuflowlab/stanley2018-turbine-design/tree/master/latex-files/Figures/optimalLayouts. We first present results from the 32-turbine circular wind farm optimizations and then compare to the 60-turbine Princess Amalia wind farm optimizations.

3.1 Circular Wind Farm

Figure 9 shows the optimal COE results for the circular wind farm. As shown in the legends, the white points represent a layout-only optimization with the baseline turbine design, the gray indicate a sequential-turbine-design-then-layout optimization, the black squares show a coupled-turbine-design-and-layout optimization, and the half blue and pink points represent a coupled-design-and-layout optimization with two turbine groups. As expected, the general trends for all optimization runs show that the higher wind speed from high wind shear results in a lower, superior optimal COE. Additionally, the widely spaced wind
Figure 8. The six wind farm boundaries and associated baseline layouts optimized in this study. The same two layouts were multiplied by a spacing multiplier, $\beta = 0.5, 1.0, 1.5$, which changed the wind farm size and the averaging spacing between wind turbines. On the top is the 32-turbine, circular wind farm, and on the bottom is the 60-turbine, Princess Amalia wind farm. The turbine spacings, in baseline rotor diameters, are also displayed for each spacing multiplier in this figure. The circles representing the turbine locations have a diameter of 80 meters in this figure, equal to the baseline rotor diameter.

Turbines indicated by the larger spacing multipliers also result in lower COE due to less wake interaction between turbines. We will discuss each of these optimizations in detail below.

3.1.1 Circular Wind Farm: Sequential-Turbine-Design-then-Layout Optimization

The gray dots in Fig. 9 show the optimal COE results for a sequential optimization. First, a turbine was designed for minimal COE in isolation with the free stream wind conditions. This turbine design was then used in a wind farm where the layout was subsequently optimized. The rotor diameter was constrained such that the turbine spacing constraints would be satisfied in the baseline farm where the turbine would be installed. This was only applicable for the smallest wind farms, where $\beta = 0.5$. For each shear exponent, the optimal turbine design was the maximum rotor diameter and turbine rating allowed by the
The optimal COE results for the circular wind farm layout with 32 turbines. Each of the subfigures corresponds to optimization runs with a different shear exponent, from left to right $\alpha = 0.075, 0.175, 0.275$. Within each subfigure, the x axis shows the size of the wind farm based on the spacing multiplier, from left to right $\beta = 0.5, 1.0, 1.5$. The different points represent the layout optimization with the baseline turbine design, sequential-turbine-design-then-layout optimization, coupled-layout-and-turbine-design optimization with homogeneous turbine design throughout the farm, and layout-and-turbine-design optimization with two different turbine design groups.

The rotor diameter was constrained by the spacing constraint for $\beta = 0.5$, and by the bound constraint for other turbine spacings. Figure 10 shows the optimal isolated turbine designs for each shear exponent and spacing multiplier, as well as the baseline turbine design. Because these turbines are optimized in isolation and the spacing constraint was not active, the designs for $\beta = 1.0, 1.5$ are the same. When these optimized turbine designs are used in each wind farm instead of the baseline turbine design, there is a large COE improvement for the spacing multipliers of $\beta = 1.0, 1.5$. For $\beta = 1.0$, COE decreases 15.9–22.0% compared to an optimized wind farm with the baseline turbine design. For $\beta = 1.5$ the COE decrease is even larger, 24.8–26.6% across all shear exponents. For the smallest wind farm, $\beta = 0.5$, the turbine design optimized in isolation results in an extremely inefficient wind farm. When in the wind farm environment, exposed to much lower average wind speeds, this design results in a COE that is much worse than the baseline turbine design. The expense from a bigger and taller turbine, coupled with the strong wake interactions among turbines that are so closely spaced means that for this wind farm, optimizing the turbine in isolation actually decreases the wind farm performance.

### 3.1.2 Circular Wind Farm: Coupled-Turbine-Design-and-Layout Optimization

Next we will discuss the optimization results of the coupled turbine-design-and-layout optimizations, represented by the black squares in Fig. 9. For every shear exponent and spacing multiplier, there is a large benefit to performing the coupled turbine-
design-and-layout optimization compared to the layout-only optimization with the baseline turbine design. Additionally, and more importantly, the coupled optimization results in appreciably lower COE than the sequential design-then-layout optimization. Obviously for a spacing multiplier of $\beta = 0.5$, the coupled optimization is far superior to the sequential simply by being better than the baseline turbine design. For the spacing multiplier of $\beta = 1.0$, compared to the sequential optimizations, coupled optimization results in an additional 6.82%, 4.75%, and 2.65% COE improvement from layout only optimization for shear exponents $\alpha = 0.075, 0.175,$ and $0.275$, respectively. For the largest wind farm, $\beta = 1.5$, the coupled optimization results in an additional 2.78%, 3.50%, and 1.88% COE improvement compared to the sequential case.

There are several conclusions we can make from both the sequential and coupled turbine design and layout optimizations. First, and most apparent, optimizing turbine design results in a much better wind farm than a farm in which the turbines are selected arbitrarily or a priori. Second, and more importantly, optimizing turbine design coupled with the turbine layout is significantly better than optimizing the turbine design for the free stream wind conditions alone. In a wind farm, turbines rarely experience the free stream wind conditions as they are often waked by the other turbines in the farm. Therefore, the optimal turbine design is based on on average slower wind speeds than the free stream wind. This results in turbines with smaller hub heights, rotor diameters, and rated powers. One could conceivably optimize the turbine design for some wind speed slower than the free stream and closer to the average speed in the wind farm, which would likely be better than optimizing the turbine design.
design for the free stream wind speed. However, the average wind speed in a farm is dependent on the turbine layout, making it difficult to choose the correct speed for which to design the turbines. Thus, it is important to couple the turbine design and layout optimization for a superior wind farm.

Figure 11 shows the optimal rotor diameters and hub heights for the coupled turbine design and layout optimizations. For a spacing multiplier $\beta = 0.5$, the turbines are very close together and in general are heavily waked. Thus to satisfy spacing constraints and because the average wind speed is very low, the optimal rotor diameter is small: about 90 meters. When the turbines are spaced farther apart, shown for the larger spacing multipliers, the optimal rotor diameter is much larger: closer to 120–130 meters. In these farms, wake interactions are not as severe, meaning that the extra power production from larger rotors is worth the extra turbine capital cost. Also notice the trend of the optimal turbine height with wind shear exponent; for a low wind shear exponent, $\alpha = 0.075$, the wind speed does not drastically change with height (see Fig. 7). Therefore, for this wind condition it is desirable to have short hub heights with a lower turbine capital cost. For the higher shear exponents, $\alpha = 0.175, 0.275$, the wind speed increases much more with height (See Fig. 7). In these cases, for every spacing multiplier, the extra cost of building the taller turbines is made up for in the additional power produced from the high wind speeds. Remember that a larger rotor diameter reduces the relative spacing between turbines in the farm, as the original spacing was based on a diameter of 80 meters.

Figure 11. The optimal turbine heights and rotor diameters for the optimization runs with coupled layout and turbine design with homogeneous turbine design throughout the circular wind farm. Each column shows a different shear exponent, with $\alpha = 0.075, 0.175, 0.275$ from left to right. Each row shows a different farm spacing multiplier, with $\beta = 0.5, 1.0, 1.5$ from top to bottom.
In Fig. 12, the black points show the optimal rated powers for the turbines in each optimization case. The optimal rated power scales with the turbine rotor diameter and hub height. Higher turbine rating is expensive, therefore the small rotors and short turbines, which are more heavily waked and don’t produce as much power, do not require a large power rating. The extra cost is not justified by a very slight increase in power. For the high shear exponents and spacing multipliers, the turbines are exposed to faster wind speeds. These turbines are bigger and taller, and the extra power production from raising the rated power is worth the additional cost.

![Figure 12](image_url)

**Figure 12.** The optimal rated powers for the circular wind farm for the optimization runs with coupled layout and turbine design for both uniform wind farm turbine design and with two different turbine design groups. The three subfigures show a different shear exponent, with \( \alpha = 0.075, 0.175, 0.275 \) from left to right. within each subfigure, the x axis shows different farm spacing multipliers, with \( \beta = 0.5, 1.0, 1.5 \) from left to right.

### 3.1.3 Circular Wind Farm: Coupled Turbine Design and Layout Optimization with Two Turbine Groups

Now we will discuss the most interesting case, the coupled-turbine-design-and-layout optimization with two different turbine groups. The optimal COE results of these optimizations are shown with the blue and pink points in Fig. 9. Most visibly, for the smallest spacing multiplier, \( \beta = 0.5 \), there is a large COE improvement for the heterogeneous turbine design optimizations compared to the farms with homogeneous turbine design (shown by the black squares in Fig. 9). For this spacing multiplier, the heterogeneous turbine design farms reduce COE by 21.6%, 21.67%, and 22.6% compared to the layout-only optimization for shear exponents of \( \alpha = 0.075, 0.175, \) and \( 0.275 \), respectively. The coupled optimizations with one turbine group reduce COE by 12.59%, 10.24%, and 11.15%. For the smallest spacing multiplier, optimizing turbine design and layout with two turbine groups reduces COE by an additional 9–11.45% compared to just one turbine group. For the spacing multiplier \( \beta = 1.0 \), the coupled optimization with two turbine groups results in an additional 1.16–2.35% COE decrease compared to with one turbine
group. This is much smaller than the more tightly packed wind farms, but still non-negligible. For the spacing multiplier \( \beta = 1.5 \), the optimization with two turbine groups results in only an additional 0–0.12% COE decrease, indicating that when the turbines are spread very far apart there is no benefit to allowing multiple turbine designs in the same farm.

The two different rotor designs in the same wind farm help to improve COE by reducing the wake interaction between wind turbines. By combining tall and short turbines, with large and small rotor sizes, there are more dimensions that the optimizer can manipulate to avoid wakes and improve performance. For the tightly packed wind farms, the turbine layout is greatly limited by the turbine spacing constraints. Additionally, as the turbines are closer together, the wakes greatly reduce the wind speed as they have not had an opportunity to mix with the free steam air. Both of these factors mean there is a large benefit to avoiding the wakes of other turbines by any means possible. For the larger wind farms where the turbines are spaced farther apart, the wakes are not as detrimental and there is more area in which to avoid wakes in the horizontal plane without needing to change hub height or rotor diameter. In these cases, the heterogeneous turbine designs are not as beneficial.

Figure 13 shows the optimal rotor diameter and hub height of each turbine group for these cases of coupled turbine design and layout optimization with two different groups. For the spacing multiplier \( \beta = 0.5 \), when the turbines are very close together, there is a large difference in both the rotor diameter and hub height of each turbine group. Group 1 is extremely small and short, smaller than even the baseline rotor diameter, while group 2 is much larger. Even if turbines from each group were immediately adjacent to each other, there would be minimal wake interaction between the turbines. For the small wind farms, the sacrifice in power that comes from one very small and short turbine is made up for in the decreased wake interference between turbine groups. Essentially, having two different turbine groups doubles the effective spacing between turbines, because turbines in different groups do not affect each other. For a larger spacing multiplier of \( \beta = 1.0 \), each turbine group is still remarkably different in size and height. The turbines are larger than they were for the smallest wind farm because the average wind speed is faster when the turbines are spread farther apart. Notice that, compared to the optimized turbines for \( \beta = 0.5 \), the smaller turbines when \( \beta = 1.0 \) are larger and overlap more with the taller, bigger turbines. In this case, the power increase from bigger rotor diameters outweighs the benefit gained from reducing wake interference.

The turbine sizes for the largest wind farm, \( \beta = 1.5 \), demonstrate the multi-modality of the wind farm optimization problem. For this spacing multiplier, each turbine group is more similar than in the previous wind farm sizes. For the lowest shear exponent, \( \alpha = 0.075 \), both turbine groups are almost identical. For \( \alpha = 0.175, 0.275 \), there is some difference in each rotor diameter and hub height, although the difference is not as pronounced as it was for the smaller wind farms. However, Fig. 9 shows that for \( \beta = 1.5 \) the optimal COE from coupled turbine design and layout optimization is almost exactly the same with one and two turbine groups. So, a wind farm with the homogeneous turbine design shown in the bottom row of Fig. 11, and a wind farm with two different turbine designs shown in the bottom row of Fig. 13 result in a very similar optimal COE. The same optimal result is achieved with drastically different farms, each with different turbines and layouts.

Figure 12 shows the optimal rated power of each height group for the optimization cases with two different turbine groups. The blue and pink dots in this plot correspond to the turbines of the same color in Fig. 13. As with the homogeneous turbine wind farm, the optimal rated power scales with the optimal turbine height and diameter. These larger, taller turbines are optimal in wind farms where they will be exposed to high wind speeds and produce large amounts of power. From a power production
Figure 13. The optimal turbine heights and rotor diameters for the optimization runs with coupled layout and turbine design with two different turbine design groups for the circular wind farm. Each column shows a different shear exponent, with $\alpha = 0.075, 0.175, 0.275$ from left to right. Each row shows a different farm spacing multiplier, with $\beta = 0.5, 1.0, 1.5$ from top to bottom.

standpoint, it is undesirable to ever have a turbine’s power limited by the rating. However, turbines with high ratings are more expensive, and not worth the cost if the turbine is generally producing low amounts of power. Therefore, the short, small turbines are optimal with a low, cheap power rating. The larger, taller turbines which produce much more electricity utilize the higher ratings.

3.2 Princess Amalia Wind Farm Results

In this section, we will discuss the results from the Princess Amalia wind farm optimizations. All of the optimizations that were performed with the circular, 32-turbine wind farm were repeated for the larger, 60-turbine Princess Amalia wind farm. We will show and briefly discuss the optimal COE results; however, the optimal turbine designs for the Princess Amalia wind farm optimizations were very similar to those for the circular wind farm and therefore will not be included in this paper.

Figure 14 shows the COE results for the 60-turbine Princess Amalia wind farm optimizations. The trends are similar to the smaller, circular wind farm. Coupled turbine design and layout optimization is superior to optimizing each sequentially, especially for the smaller wind farms where the wind speeds are much lower than the free stream. For the farms with closely spaced wind turbines, two different turbine designs in the same farm are significantly better than the farms optimized with a homogeneous turbine design. If the largest wind farms ($\beta = 1.5$) benefit from two different turbine design groups, that benefit
is negligible. The optimal COE values for the Princess Amalia wind farm are slightly lower across the board than the circular wind farm COE values. This is partly because there are more turbines in the Princess Amalia wind farm so a smaller portion of the total cost comes from overhead but also is partly due to the Princess Amalia wind turbines being spaced slightly farther apart than those in the circular wind farms. Another major difference between the optimal COE values of each wind farm is in the optimization case with two turbine design groups. For the Princess Amalia wind farm and a spacing multiplier of 0.5, two turbine groups provides and additional COE decrease of 6.13–9.11% compared to the wind farm with homogeneous turbine design. This is significant; however, it is not as large as the 9.01–11.45% additional COE decrease in the circular wind farm optimizations for the same spacing multiplier. Again, the main cause of this seems to be that the turbines in the circular wind farms are slightly closer together than the turbines in the Princess Amalia wind farms.

Figure 14. The optimal COE results for the Princess Amalia wind farm layout with 60 turbines. Each of the subfigures corresponds to optimization runs with a different shear exponent, from left to right $\alpha = 0.075, 0.175, 0.275$. Within each subfigure, the x axis shows the size of the wind farm based on the spacing multiplier, from left to right $\beta = 0.5, 1.0, 1.5$. The different points represent the layout optimization, sequential turbine-design-then-layout optimization, coupled layout-and-turbine-design optimization with homogeneous turbine design throughout the farm, and layout-and-turbine-design optimization with two different turbine design groups.

Table 1 shows how the optimal COE results for each wind farm compared to the layout optimization with the baseline wind turbine design. These numbers compare the relative benefit of performing turbine design with the various scenarios mentioned. High numbers represent a large COE decrease compared to the layout-only optimization for a given shear exponent and spacing multiplier combination; they do not necessarily represent a low COE. There are a few interesting numbers in this table. Most obviously is the negative values (shown in red) for the sequential optimization with a spacing multiplier of 0.5. For these farms, sequential optimization is actually worse than the baseline. Also notice the COE decrease from coupled optimization with one group to two groups. For $\beta = 0.5$, there is a huge benefit to having two groups, for $\beta = 1.0$ there is a small benefit,
Table 1. The percent COE decrease of the various optimization cases with respect to layout-only optimization. This table does not show the overall desirability of the optimal wind farm, but the relative improvement of different considerations of turbine design optimization. In the table are shown results for each shear exponent, $\alpha$, as well as each spacing multiplier, $\beta$, in which the smaller spacing multipliers represent farms with turbines that are more closely spaced.

<table>
<thead>
<tr>
<th>Percent COE decrease compared to layout only optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>circular wind farm</td>
</tr>
<tr>
<td>$\alpha = 0.075$</td>
</tr>
<tr>
<td>$\alpha = 0.175$</td>
</tr>
<tr>
<td>$\alpha = 0.275$</td>
</tr>
<tr>
<td>optimization case</td>
</tr>
<tr>
<td>$\beta = 0.5$</td>
</tr>
<tr>
<td>$\beta = 1.0$</td>
</tr>
<tr>
<td>$\beta = 1.5$</td>
</tr>
<tr>
<td>$\beta = 0.5$</td>
</tr>
<tr>
<td>$\beta = 1.0$</td>
</tr>
<tr>
<td>$\beta = 1.5$</td>
</tr>
<tr>
<td>sequential</td>
</tr>
<tr>
<td>-23.07</td>
</tr>
<tr>
<td>15.90</td>
</tr>
<tr>
<td>24.84</td>
</tr>
<tr>
<td>-15.19</td>
</tr>
<tr>
<td>18.13</td>
</tr>
<tr>
<td>24.37</td>
</tr>
<tr>
<td>-6.97</td>
</tr>
<tr>
<td>22.01</td>
</tr>
<tr>
<td>26.64</td>
</tr>
<tr>
<td>coupled: 1 group</td>
</tr>
<tr>
<td>12.59</td>
</tr>
<tr>
<td>22.72</td>
</tr>
<tr>
<td>27.62</td>
</tr>
<tr>
<td>10.24</td>
</tr>
<tr>
<td>22.88</td>
</tr>
<tr>
<td>27.87</td>
</tr>
<tr>
<td>11.15</td>
</tr>
<tr>
<td>24.66</td>
</tr>
<tr>
<td>28.52</td>
</tr>
<tr>
<td>coupled: 2 groups</td>
</tr>
<tr>
<td>21.60</td>
</tr>
<tr>
<td>23.88</td>
</tr>
<tr>
<td>27.54</td>
</tr>
<tr>
<td>21.67</td>
</tr>
<tr>
<td>25.23</td>
</tr>
<tr>
<td>27.90</td>
</tr>
<tr>
<td>22.60</td>
</tr>
<tr>
<td>26.46</td>
</tr>
<tr>
<td>28.64</td>
</tr>
<tr>
<td>Princess Amalia wind farm</td>
</tr>
<tr>
<td>$\alpha = 0.075$</td>
</tr>
<tr>
<td>$\alpha = 0.175$</td>
</tr>
<tr>
<td>$\alpha = 0.275$</td>
</tr>
<tr>
<td>optimization case</td>
</tr>
<tr>
<td>$\beta = 0.5$</td>
</tr>
<tr>
<td>$\beta = 1.0$</td>
</tr>
<tr>
<td>$\beta = 1.5$</td>
</tr>
<tr>
<td>$\beta = 0.5$</td>
</tr>
<tr>
<td>$\beta = 1.0$</td>
</tr>
<tr>
<td>$\beta = 1.5$</td>
</tr>
<tr>
<td>sequential</td>
</tr>
<tr>
<td>-29.06</td>
</tr>
<tr>
<td>11.54</td>
</tr>
<tr>
<td>19.70</td>
</tr>
<tr>
<td>-19.98</td>
</tr>
<tr>
<td>12.74</td>
</tr>
<tr>
<td>18.52</td>
</tr>
<tr>
<td>-11.19</td>
</tr>
<tr>
<td>16.02</td>
</tr>
<tr>
<td>20.70</td>
</tr>
<tr>
<td>coupled: 1 group</td>
</tr>
<tr>
<td>12.05</td>
</tr>
<tr>
<td>20.45</td>
</tr>
<tr>
<td>24.34</td>
</tr>
<tr>
<td>8.94</td>
</tr>
<tr>
<td>19.61</td>
</tr>
<tr>
<td>23.32</td>
</tr>
<tr>
<td>9.00</td>
</tr>
<tr>
<td>19.66</td>
</tr>
<tr>
<td>23.33</td>
</tr>
<tr>
<td>coupled: 2 groups</td>
</tr>
<tr>
<td>18.18</td>
</tr>
<tr>
<td>21.01</td>
</tr>
<tr>
<td>24.30</td>
</tr>
<tr>
<td>17.41</td>
</tr>
<tr>
<td>21.45</td>
</tr>
<tr>
<td>23.74</td>
</tr>
<tr>
<td>18.11</td>
</tr>
<tr>
<td>22.37</td>
</tr>
<tr>
<td>24.24</td>
</tr>
</tbody>
</table>

and for $\beta = 1.5$ there is no benefit at all. Finally, the benefit of coupled optimization with one group compared to sequential optimization is important. Again, there is a huge benefit to coupled optimization for the smallest spacing multiplier, and this relative benefit decreases as the wind farm size grows. However, even for $\beta = 1.5$, there is an appreciable benefit to coupled design-and-layout optimization compared to sequential.

4 Conclusions

The purpose of this study was to optimize wind turbine design and turbine layout in various wind farms. There was a particular focus on benefits from coupled turbine design and layout optimization, as well as having different turbine designs in the same wind farm. We simulated wind farms in this study by modifying and combining a variety of separate wind farm models, including the FLORIS wake model, portions of TowerSE and Plant_CostsSE, and a surrogate of RotorSE. Wind farms were optimized to minimize COE using turbine layout and turbine design including hub height, rotor diameter, rated power, tower diameter, and tower shell thickness as design variables, as well as blade chord and twist distributions as implicit design variables. We optimized two wind farms, a contrived 32-turbine circular wind farm, and the 60-turbine Princess Amalia wind farm. Both were optimized for a range of shear exponents and turbine spacings.
Our main conclusions are twofold: coupled turbine design and layout optimization provides significant benefits compared to optimizing sequentially, and for many wind farms, two different turbine designs can greatly reduce the cost of energy. Without exception, coupled design and layout optimization performed better than optimizing the turbine design followed by the turbine layout. For a turbine design optimized in isolation, as was done in the sequential case, it was always most optimal to have a rotor diameter as large as the constraints would allow. Also, in coupled wind farm optimization, the wind farms with large spacing multipliers tended towards large rotor diameters. For this reason, the smallest wind farms benefited most from the coupled design and layout optimization, because the wind speeds were slow from strong wake interactions, and optimal rotor diameter was small—much different than the turbines optimized in isolation. The coupled optimization was better than sequential optimization, regardless of the wind shear exponent.

Including two different turbine designs in the same wind farm can be very beneficial in reducing wake interference between wind turbines and result in a lower COE compared to a farm with all identical wind turbines. For wind turbines that are close together, wake interactions are very strong between turbines. With different turbine sizes, the hub height and rotor diameter can be optimized along with layout to avoid wakes in the vertical plane along with the horizontal plane. For a spacing multiplier $\beta = 0.5$, indicating very closely spaced wind turbines, our optimization results show that two different turbine designs can reduce COE by an additional 10% compared to wind farms with homogeneous turbine design. For $\beta = 1.0$, the farms with heterogeneous turbine designs are marginally better than the optimized farms with uniform design by 1–3%. For the largest farms, $\beta = 1.5$, there is no benefit to having two different turbine designs in the same wind farm. When the turbines are very far apart, the wake interactions are weak enough that the turbines can approach the turbine design optimized in isolation. Again, the two turbine groups was better than one group, regardless of the wind shear exponent. In our previous study, we optimized wind farms with two different turbine heights and keeping the rotor diameter and rated powers constant. We found that wind farms with low wind shear benefited much more from different hub heights than wind farms with higher wind shear (Stanley et al.). However, in this study the rotor diameters and rated powers were also optimized. The turbine design could be customized to best utilize the different wind resources available with different wind shear values. Therefore, the benefit from having two different turbine designs in the same wind farm is independent of the wind shear exponent.

For future research, we make two recommendations. First, to consider sequential optimization in which the turbine design is not optimized in isolation, but for the baseline turbine layout in a sort of “training wind farm.” In this case the wind turbine designs would be more suited for the wind farm environment in which they would operate, and a sequential optimization with two different turbine groups could be performed. The coupled layout and design optimization would still lead to better results, but there would not be as extreme of a COE decrease as when the turbine design was optimized in isolation. Our second recommendation is to consider cables costs in the COE calculation. Including cable costs would encourage wind turbines to group closer together, which may affect the optimal turbine layout. If the turbines are closer together in clusters, the larger wind farms might benefit more from mixed turbine designs. Additionally, including cable costs will increase the COE for the larger wind farms meaning there would be some penalty for the larger wind farms, where in the method presented in this paper larger there was no penalty for widely spaced turbines.
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