1. I am not sure that threshold values for wind shear and turbulence intensity chosen for conditions of high wind speeds as indicator of neutral stability of atmosphere are suitable for other conditions. “Narrow range of values for wind shear”, which is rather insensitive to solar irradiance, with high probability indicates the convective regime of atmosphere. Simultaneous increase of turbulence intensity with increasing solar irradiance (Fig. 5) also conﬁrms this state of atmosphere. Thus, identiﬁcation of stable, neutral and unstable events as shown in Fig. 6 is wrong. The authors obviously identiﬁed the atmosphere states based on the data from the height of 80 m only, which has nothing in common with real atmospheric stability. It can explain why the model results don’t match with identiﬁed stability regimes. I do not understand why the authors did not check identiﬁed regimes against the measurement data as it has been done in Desmond and Watson (2014) for Norunda site. It seems that the set of sensors used in measurements allows the identiﬁcation of all parameters needed including heat ﬂux, temperature and wind speed proﬁles.
-> Unfortunately we did not have access to the full set of experimental data from the Vaudeville site. This limitation was mentioned in (http://iopscience.iop.org/article/10.1088/1742-6596/555/1/012027/pdf) and has now been added to the current paper. 
It was shown in (http://iopscience.iop.org/article/10.1088/1742-6596/555/1/012027/pdf) that the method of identifying the non neutral events in the current paper was “correct” 86% of the time when compared to the standard deviation of direction method and approx. 60- 70% of the time when compared to the Richardson number. The method used proved to be “correct” over 90% of the time when compared to the Obukhov length, but that was for different sites. We thus have not faith in the method used rather than the other available otions (e.g. Richardson Gradient etc). Given that the manner in which the stability demarcation is used for illustrative purposes in the current paper, we feel that this level of accuracy is acceptable. These points have been clarified in Section 2:
“Access to the full 3D Sonic datasets were not available with only 10-minute mean wind speed and standard deviation of wind speed provided for this research, thus it was not possible to calculate the Obukhov Length directly. In order to isolate non-neutral data with which to validate the CFD simulations, the steps described in Section 2.1 were taken. This methodology was previously applied to four sites, including Vaudeville, to isolate non neutral events and was found to provide an accurate demarcation of stability class when compared with more conventional measures of stability such as the Obukhov length, the Richardson number etc [Desmond & Watson (2014)].”

And in Section 2.1:
“The stability demarcation displayed in Figure 6 is used for qualitative purposes in this paper to assess the performance of the CFD model. The quantitative results achieved in determining stability class using this method are discussed in Desmond & Watson (2014) where it was shown that up to 90% agreement was achieved when compared with demarcation achieved using direct measures of the Obukhov Length.”

2. Description of the model is not sufﬁcient for readers, who do not work regularly with WindModeller software package (the authors didn’t provide any references). Thus it is difﬁcult to understand how the model describes the stratiﬁed ﬂows, speciﬁcally what kind of equations are used? Before applying the model to the real situation, I would advise to test the model against simpliﬁed ﬂows over an open place or forest in one-dimensional mode. 
> We have added a far greater level of detail to explain the model configuration.
 
3. Without any proof that the model adequately describes main ﬂow properties in atmospheric boundary layer, the authors were unsuccessfully trying to identify parameters and boundary conditions of model that would provide the better ﬁt with validation dataset. Actually, in conclusions they mentioned, that “due to the fact that validation data is limited to a single measurement location, it will not be possible to fully appreciate the ramiﬁcations of such alterations on the overall quality of the simulation”. It seems that only this fact did stop them from new numerical experiments. 
> We agree that further validation data is required for such complex flows. In the paper we are simply doing what we can with the available data. Hopefully the encouraging results (for neutral and stable cases) will useful to those planning future experimental campaigns.
In terms of the model abilities to adequately describe the main flow properties in atmospheric boundary layers, many reports have been prepared for OWA over the years, which unfortunately are not publicly available. The reports follow a similar line to what was developed in Montavon (1998). WindModeller is well established as a engineering tool for modelling the ABL, we can point to some conference literature if that would be helpful?
4. Generally I did not ﬁnd any clear strategy in modelling experiments – most of them could be performed in one-dimensional mode. For example, I consider that numerical experiments with Cµ value were absolutely superﬂuous, because Cµ in CFD models is strictly related to TKE, and therefore to Turbulence Intensity deﬁned in the paper by Eq. 12. Playing with vegetation parameters without information on real vegetation looks also weird. On page 20, lines 18-21, the authors came to conclusion that “the average LAD for the Vaudeville forest is approximately 3 m-1 “, which with h = 10 m will provide incredibly dense forest with LAI = 30. I understand that the model can accept any LAD values as well as any surface temperature, but more realistic values would be better. 
> We agree that it would be far better to have real data on the canopy density from site. The benefit of this was shown in: (http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.927.9775&rep=rep1&type=pdf)
However, we do not have such data available here. The LAD is high, but as discussed at the bottom of page 21, it is not unreasonable.
Yes indeed Cmu is related to TKE near the ground, and the relationship ustar = Cmu^1/4 sqrt(TKE) is used for the wall treatment in the model. Many author in the atmospheric model community argue that using the default value of Cmu of 0.09 lead to a ratio TKE/ustar^2 (= 1/sqrt(Cmu) ) of about 3.3, which tends to under-estimate the typical value that is measured in the atmospehere (of ~5.5). They use this argument to justify the use of Cmu of ~0.033 instead of the default. Testing the sensitivity of the results to a change if Cmu felt like a reasonable thing to try, but admittedly values of Cmu much below 0.03 might not be very sensible. 
However, we agree that the Cmu study distracts from the main point of the paper and so have removed this section. Also, we have added the following to the introduction to clarify the motivation of this paper:
“The motivation of this paper is to assess the use of Computational Fluid Dynamics (CFD) modelling to consider forest canopy flows where there is uncertainty in the canopy density and the level of atmospheric stability. The accuracy of the model predictions within levels of uncertainty of these two parameters is assessed in order to highlight areas where further validation data and research are required.”
5. Finally, the paper provides an impression that it was hastily written; there are many imprecise and incomplete formulations and references in the text. 
> We are sorry to hear that as we feel that any referencing inaccuracies were picked up in the pre-review of this paper. The formulations have been heavily revised in this version. Please provide specific examples if possible and we will address these. Hopefully the added detail will make this paper a lot clearer.
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